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1st Editorial Decision

Thank you again for submitting your work to Molecular Systems Biology. We have now heard back from the three referees who agreed to evaluate your work. As you will see from the reports below, the referees acknowledge that the presented findings seem potentially interesting. However, they raise a series of concerns, which should be carefully addressed in a revision of the manuscript. The referees' recommendations are clear in this regard.

Reviewer #1:

In the manuscript entitled "Orthogonal control of expression mean and variance by epigenetic features at different genomic loci", Dey et al integrate a reporter gene at many different locations within human genome and then explore how the noise characteristics of its expression varies across different integration sites. HIV LTR is used both as a mean to drive single-copy insertions at nearly random locations in the genome and as a promoter to drive the expression of reporter. Although similar approach has previously been used by this and other groups, present study offers some new insights. In particular, they show that mean of mRNA (or protein) population in single cells is not correlated with coefficient of variation across integration sites. The independence of these statistical parameters authors infer that cells are able to control the expression mean by independently controlling the size of gene expression bursts and the "on" rate of the promoter switching (the terminology refers to an earlier two-state promoter switching model). Finally, the authors explore how the distributions of nucleosomes over the promoter sequence will confer such an ability on the reporter.

This is an interesting work that goes further than the author's earlier work in exploring the molecular
origins of eukaryotic gene expression noise. The model experimental system is "clean" in that the effects of different chromatin contexts can be studied for the same promoter. However, it is limited because the natural genes have different promoters, as well as, different genomic locations. The quality of experimental work appears to be high.

I have a few concerns:
1. The conclusions differ from a number of previous studies. The differences and what they are attributed to should be carefully considered (by other reviewers). For example, Dar et al PNAS, 2012, conclude that both the frequency and size of the transcriptional bursts varies equally across the human genome, independent of promoter sequence. Perhaps the only way to reconcile these different interpretations is to not abstract the on rates and burst sizes from statistical parameters, as both of these studies do, but to measure them directly in live single cells (by approaches like MS2 or molecular beacons). Similarly, differences with Sutter et al 2011, and Bar-Even et al 2006 should be considered.

2. Integration of HIV genome (and therefore the authors reporters) is more likely to occur in relatively open chromatin, therefore full range of different chromatin contexts are unlikely to have been sampled in the present set of clones. I think there are studies related to this issue in HIV literature perhaps the authors should point to that caveat.

3. The description of figure 4E was confusing. The pairs of histograms are presumably from clone pairs that have the same mean but different noise. This should be clearly indicated both in the legend and in the relevant text. It would be cleared if they dropped prefix LGM2 from the clone names in this figure as they did in figure 6 B-E. Also, are the same set of clones being described in the two figures?

4. A basic prediction is that clones with more accessible promoter regions will have higher level of expression. With that in mind, shouldn't a graph of levels of mean expression with the accessibility be provided for all clones? Closest figure to that is S18 but it does not directly address that issue.

5. What is author's view on how the same promoter ends up with different nucleosome distributions depending on the chromatin context.

Reviewer #2:

Dey and colleagues report an interesting experiment: a lentiviral-based reporter vector driving GFP was integrated in different (random and uncharacterized) positions in the genome. 227 clones were selected, and their single-cell distribution of GFP fluorescence was measured to define the mean expression and expression noise characterizing each of the clones. Out of those, 25 clones were selected for measuring the transcription levels using smFISH. This resulted in two main findings: (1) expression noise (CV) is uncorrelated with mean expression, (2) when comparing (six) clone pairs of similar expression, higher noise was associated with repressed chromatin (measured by DNase I sensitivity).

This experiment is interesting and presents a substantial amount of high-quality work. From result (1), the authors conclude that the noise does not result from a simple Poisson process. They fit the data to a two-state model of gene expression, and from this derive the burst size and burst frequency characterizing each clone. From that, they concluded that noise depends only on burst frequency, while mean expression depends (mostly) on burst size. This differs from previous results in mammalian cells, and also departs from results in model organisms including yeast and bacteria.

I see a potential problem with the analysis in that the authors did not consider the possibility of external noise (noise that results from variability upstream to the promoter, e.g. cell size, amount of ribosomes, transcription factors etc.). This extrinsic noise is not correlated with expression and will therefore provide the same lack of correlation between noise and mean expression, as reported here. In fact, also in yeast and bacteria, where the scaling of noise with expression is well established, a regime of independency exists for high expression where extrinsic noise dominates. This is
discussed in very many papers. So one possible interpretation of the lack of correlation is that extrinsic noise is very high, or we are in this regime where extrinsic noise dominates. The authors should include this possibility in their model and make sure that it cannot explain their data. (In this context, error bars are missing from figure 2 but are in fact quite essential - in particular the [likely] error in estimating noise. Such error-bars are typically generated by re-growing the same clones several times and comparing the distributions; likeliness of different models should be compared relative to those experimental errors)

With regards to the two-state models: it is nice that the model can fit the distributions, but I wonder how restrictive this fit is, since there are enough parameters one can adjust. A more intuitive explanation of the model will also help. A well appreciated result is that in the two-state model, noise^2 is given by 1/[burst-frequency], while mean expression is given by [burst_size*burst_frequency]. This should be mentioned and explained. In this context, the work of Johan Paulsson who played a central role in setting up this analysis should be cited. The work of Nir Friedman et al (PRL) is also highly relevant and should be cited.

When considering the result mentioned above, the fact that noise correlates with burst frequency may be a the result of the fitting procedure, so I'm not sure its biological interpretation is justified. Mean expression is explained by the combination of both burst size and burst frequency, and the fact that, overall, expression changes more than noise, will result in a dominating effect of burst size, as observed. Again, one possibility that the author should consider is that this is the mere result of fitting, and not the only biological interpretation. A more rigorous evaluation of this point is therefore needed, in particular considering the possibility of extrinsic noise, as I suggested above, but perhaps additional possibilities.

Additional remarks:

1. How were the error-bars measured for mRNA expression/noise? do they reflect measurements on different days (should be)

2. The effect if chromatin on burst size was discussed quite extensively in the yeast model where promoter structure was shown to strongly correlate with the normalized-noise, which, by definition, is burst size. This should be mentioned. (e.g. hornung et al. Mol Cell 2012 ; Tiros and Barkai Genome Research 208 or other related papers)

3. The discussion is too much centered on comparison with previous studies. This will greatly interest the experts, but less so the general reader. I would suggest the authors to (perhaps more briefly) discuss the disagreement in the results/ supplementary and devote the discussion to the more general implications of their results.

Reviewer #3:

Dey et al explore the causes that explain variations in noise due to chromosomal position effect on a lentiviral gene expression cassette. In particular, they find that nucleosome accessibility is decreased between clones displaying high noise, and it is the on-rate in the two-state promoter model that mediates this effect. While chromosome position affects burst size to modulate mean expression levels (as already indicated in their earlier study), burst frequency explains those variations in noise that deviate from the constant trend line of CV values as the mean is varied. While the main findings on nucleosome accessibility and corollaries are interesting it is often difficult to find the data that would permit to assess the consistency of the observations and to compare to other studies.

I suggest the following changes before publication:

1. Relevant range of parameter values. It is very difficult to collect the parameter values that have been fitted for the clones.

A. Figure S13: Negative values for mRNA decay rates are presented. Even if regression is log-
linear, which is quite common to fit decay rates, the values for all biochemical rates should be presented in original (non-transformed) positive numbers.

B. Figures 5, 7: On rate is normalized to RNA decay rate. Quite surprisingly, absolute on rates are never presented even though they can be easily calculated. There should be a (supplementary) table provided where all the fitted parameters (in Figure S14) should be presented for a set of clones (e.g. for those shown in Figure 7). These values will permit verifying predictions by time-series measurements. If the absolute values of off-rates and transcription rates cannot be assessed independently then their ratios (burst size) should be indicated.

2. Relevance of the study. Both in the introduction and discussion, the results are compared to studies that explore genome wide trends of different genes (or promoters). On the other hand, the promoter is identical in the different clones in this study and only chromosomal position is varied. While it is reasonable to compare these two types of studies, there is no need to expect consistency between the trends found in these studies. Furthermore, expression driven by different promoters often spans a range of more than three orders of magnitudes. On the other hand, the majority of the clones in this study spans a range of one order of magnitude.

3. There is no any discussion of potential mechanisms that could account for the central message of the paper, the orthogonal control of expression mean and variance, even though there are compatible mechanisms known. Epigenetic modification is one of the major mechanisms known to modulate nucleosome occupancy as a function of chromosomal position since such modifications can spread along the chromosome. For example, epigenetic silencing in yeast can result in orthogonal control of expression mean and variance reactions (Kelemen et al (2010) PLOS Biology, Spatial epigenetic control of mono- and bistable gene expression.) Bimodal expression (and hence large noise) can arise when epigenetic modifiers are recruited on both ends of the gene (bilateral recruitment). Conversely, noise is smaller when the modifiers are recruited only on one end of the gene (unilateral recruitment), even though the mean of expression level can be reduced massively by this form of silencing. Silencing in yeast can also decreases nucleosome accessibility. The authors claim that the telegraph model is "abstract". It would be useful to provide a couple of statements how the interpretation of data will change if the transition between the two states is not a simple linear process.

Minor comments:
A. CV values should be shown consistently. Since CV values are already normalized they should be shown in linear scale (just as in Figure 5). On the other hand, the logarithms of CV values are shown in other figures.
B. Those clones to highlight/label in Figure 2 that have been selected for the nucleosome experiments (Figure 6, 7).
We thank the reviewers for finding the results presented in this manuscript interesting and for their positive feedback. Below, we have addressed the concerns of the reviewers in detail. Reviewer comments are italicized:

**Reviewer 1**

*In the manuscript entitled "Orthogonal control of expression mean and variance by epigenetic features at different genomic loci", Dey et al integrate a reporter gene at many different locations within human genome and then explore how the noise characteristics of its expression varies across different integration sites. HIV LTR is used both as a mean to drive single-copy insertions at nearly random locations in the genome and as a promoter to drive the expression of reporter. Although similar approach has previously been used by this and other groups, present study offers some new insights. In particular, they show that mean of mRNA (or protein) population in single cells is not correlated with coefficient of variation across integration sites. By the independence of these statistical parameters authors infer that cells are able to control the expression mean by independently controlling the size of gene expression bursts and the "on" rate of the promoter switching (the terminology refers to an earlier two-state promoter switching model). Finally, the authors explore how the distributions of nucleosomes over the promoter sequence will confer such an ability on the reporter."

We thank the reviewer for appreciating the new insights presented in this work, including where we showed that the observed independence of expression mean and coefficient of variation (CV) can be explained by the orthogonal control of mean expression by burst size and CV by burst frequency.

*This is an interesting work that goes further than the author's earlier work in exploring the molecular origins of eukaryotic gene expression noise. The model experimental system is "clean" in that the effects of different chromatin contexts can be studied for the same promoter. However, it is limited because the natural genes have different promoters, as well as, different genomic locations. The quality of experimental work appears to be high.*

We thank the reviewer for finding our experimental system clean and for finding the data to be of high quality.

*I have a few concerns:*

1. *The conclusions differ from a number of previous studies. The differences and what they are attributed to should be carefully considered (by other reviewers). For example, Dar et al PNAS, 2012, conclude that both the frequency and size of the transcriptional bursts varies equally across the human genome, independent of promoter sequence. Perhaps the only way to reconcile these different interpretations is to not abstract the on rates and burst sizes from statistical parameters, as both of these studies do, but to measure them directly in live single cells (by approaches like MS2 or molecular beacons). Similarly, differences with Sutter et al 2011, and Bar-Even et al 2006 should be considered.*
We thank the reviewer for raising this point. In our manuscript, we have paid particular attention in noting differences in results from previous studies and the possible reasons for these discrepancies. A critical and concerning underlying assumption that led Dar et al. to conclude equal modulation of burst size and burst frequency across genomic locations was based on the assumption that clustered polyclonal populations (i.e. virus integrated in many genomic locations) with similar CV are biologically similar to an isogenic clone (i.e. virus integrated at the same location). Therefore, it is unclear how such a clustering procedure and the use of polyclonal populations (instead of isogenic populations) could influence the estimation of the kinetic parameters in the two-state model. Furthermore, the use of destabilized (and thus considerably less sensitive) GFP to measure gene expression limits their analysis to clones with very high expression, and this bias only towards genomic locations that enable high expression levels (burst sizes of >100 for most clones lie at the higher end of LTR driven gene expression) can also artifactually impact their results.

In contrast, our use of isogenic populations that span a large range of mean gene expression levels, together with direct measurement of both single mRNA molecules and protein, potentially reduces biases introduced from these confounding factors. This is the most probable cause for the differences in results between previous work (Dar et al, 2012) and our results, as we note in the Discussion section.

In addition, previous results from our group and other groups (Dar et al, 2012; Skupsky et al, 2010; Singh et al, 2010a) have shown that genomic locations regulate burst size and/or frequency. This stands in contrast to work showing that cis-regulatory elements, but not the epigenetic features at a genomic region, influence gene expression noise (Suter et al, 2011). As discussed in our manuscript, this latter conclusion was based on analyzing a few isogenic clones that were treated with trichostatin A (TSA), a highly cytotoxic histone deacetylase inhibitor that globally remolds chromatin and therefore has unknown molecular effects at the genomic locations studied. Furthermore, careful analysis of Suter et al.’s supplementary dataset shows that a few clones exhibit large changes in burst size and transcription rates upon stimulation with TSA, implying that the chromatin environment could influence gene expression noise. This suggests that their conclusions are likely influenced by the small sample size, the use of TSA, and indirect protein measurement (as opposed to mRNA measurements) to estimate transcriptional kinetic parameters. Taken together, work by Suter et al. and other previous work (Dar et al, 2012; Skupsky et al, 2010; Singh et al, 2010a) implies that both the chromatin environment and cis-regulatory sequences could regulate gene expression noise. Thus, in the context of these previous studies, our work is the first systematic study that deconvolves the effects of the promoter sequence from the chromatin environment in regulating gene expression noise.

Also, while large-scale studies in S. cerevisiae have investigated how gene expression noise varies with mean expression (Bar-Even et al, 2006), the Poissonian scaling observed between CV and mean expression in these studies arises from contribution of both cis-regulatory sequences and the chromatin environment. Thus, from these studies it is not clear how the chromatin environment regulates gene expression noise, independent of cis-regulatory
sequences. Furthermore, while several transcriptional regulatory mechanisms are conserved from yeast to mammals, additional complexity in the mammalian genome (Rando & Chang, 2009; Court et al., 2011) may limit extrapolating results from yeast to mammalian systems. Thus, the limitations of these previous studies highlight the importance of our work, in which we systematically study the influence of only one variable, the chromatin environment, on gene expression noise. Finally, in addition to the differences noted above that might contribute to different results among previous studies, the use of different model organisms and differences in measurement techniques may also contribute to some of the differences in results.

The reviewer’s suggestion of using live imaging to estimate burst size and burst frequency would provide additional validation of the kinetic parameters that are estimated in this study from the steady-state mRNA distributions across clones. That said, since the two-state model is ergodic, we would expect the results from live-imaging to be consistent with our results. We thank the reviewer for this suggestion, which we look forward to pursuing as follow-up experiments in future studies.

2. Integration of HIV genome (and therefore the authors reporters) is more likely to occur in relatively open chromatin, therefore full range of different chromatin contexts are unlikely to have been sampled in the present set of clones. I think there are studies related to this issue in HIV literature perhaps the authors should point to that caveat.

We thank the reviewer for mentioning this. While the reviewer correctly points out that HIV preferentially integrates within actively transcribing genes and activating chromatin marks (Schroder, 2002; Lewinski et al., 2005; Wang et al., 2007), it has also been found to integrate at a lower frequency (up to ~5%) within genomic locations associated with gene deserts, methylated CpG regions, and repressive chromatin marks such as H3K27me3 (Lewinski et al., 2005; Wang et al., 2007). Thus, while our large set of 418 (=227+191) single-integration clones biases integration within euchromatic regions of the genome, we would also sample repressive genomic loci. We have now mentioned this caveat within the main text:

“While we isolate clones from the entire range of mean expressions, preferential integration of HIV into actively transcribing genes and activating chromatin marks potentially results in more clones being integrated within such regions than within gene deserts, methylated CpG regions, and repressive chromatin marks (Schroder, 2002; Lewinski et al., 2005; Wang et al., 2007).”

3. The description of figure 4E was confusing. The pairs of histograms are presumably from clone pairs that have the same mean but different noise. This should be clearly indicated both in the legend and in the relevant text. It would be cleared if they dropped prefix LGM2 from the clone names in this figure as they did in figure 6 B-E. Also, are the same set of clones being described in the two figures?

We thank for the reviewer for pointing this out. We have now removed the prefix LGM2 from Figure 4E. We have also included the following text in the figure legend:
"mRNA copy number distributions are depicted as paired density histograms for six representative pairs of high noise (pair left, light gray) and low noise (pair right, dark gray). Each pair represents clones with similar mean expression but different CV. Experimentally determined histograms are shown overlaid with the probability density functions (red curve) evaluated using best-fit model parameters for each clone."

Figure 4E and Figure 6B-E both use the same set of clones.

4. A basic prediction is that clones with more accessible promoter regions will have higher level of expression. With that in mind, shouldn't a graph of levels of mean expression with the accessibility be provided for all clones? Closest figure to that is S18 but it does not directly address that issue.

The hypothesis that more accessible promoter regions have higher levels of expression has been shown once transcription factors are expressed at high levels. Several groups, and previous work from our group, has shown that in the presence of cellular and viral transcription factors, chromatin accessibility serves to set the threshold of the levels of transcription factor required to initiate strong gene expression (Lam et al, 2008; Miller-Jensen et al, 2012). However, under basal conditions where activating transcription factors are absent or present at very low levels (as is the case in this study with low levels of cellular transcription factors required to initiate gene expression from the HIV promoter, such as NF-κB and Sp1 or viral transcription factors such as Tat that are absent in this system), gene expression is low and not strongly correlated to chromatin accessibility. For example, it has been previously shown that chromatin accessibility under basal conditions primarily determines the binding of transcription factors under activated conditions (John et al, 2011). Thus, under basal conditions, chromatin accessibility mainly determines and primes transcription factor binding to its regulatory sequences, with gene expression subsequently determined by the levels of transcription factors. In accordance with this, we find that under basal conditions (where levels of activating transcription factors are low) chromatin accessibility for the different clones presented in this work is only weakly correlated to mean gene expression. Since we found that this was not directly related to the main results presented in this manuscript, we did not include it in the Supplementary Figures. However, below we show this correlation for the reviewer’s convenience.
While the HIV promoter has been shown to contain well-positioned nucleosomes (Verdin et al, 1993; Pereira et al, 2000), the chromatin environment at the site of integration potentially plays a critical role in determining the extent of viral DNA compaction and the resulting variability in chromatin accessibility across integration sites. For example, DNA methylation within the HIV promoter at certain integration sites potentially recruits repressive factors that alter chromatin accessibility and gene expression (Kauder et al, 2009; Blazkova et al, 2009). Furthermore, differences in histone post-translational modifications at different integration sites potentially recruit different nucleosome remodeling complexes that influence genome compaction and chromatin accessibility (Rafati et al, 2011; Jiang & Pugh, 2009; Bell et al, 2011). Finally, differences in higher order chromatin structure and heterochromatin spreading (such as through the action of H3K9 methylation dependent recruitment of heterochromatin protein 1 (HP1)) results in less accessible chromatin at certain integration positions than others (Bell et al, 2011).

Reviewer 2

Dey and colleagues report an interesting experiment: a lentiviral-based reporter vector driving GFP was integrated in different (random and uncharacterized) positions in the genome. 227 clones were selected, and their single-cell distribution of GFP fluorescence was measured to define the mean expression and expression noise characterizing each of the clones. Out of those, 25 clones were selected for measuring the transcription levels using smFISH. This resulted in two main findings: (1) expression noise (CV) is uncorrelated with mean expression, (2) when comparing (six) clone pairs of similar expression, higher noise was associated with repressed chromatin (measured by DNase I sensitivity).

This experiment is interesting and presents a substantial amount of high-quality work. From result (1), the authors conclude that the noise does not result from a simple Poisson process. They fit the data to a two-state model of gene expression, and from this derive the burst size and burst frequency characterizing each clone. From that, they concluded that noise depends only on burst frequency, while mean expression depends (mostly) on burst size. This differs from previous results in mammalian cells, and also departs from results in model organisms including yeast and bacteria.

We thank the reviewer for considering our results interesting and for finding our data of high quality.

1. I see a potential problem with the analysis in that the authors did not consider the possibility of external noise (noise that results from variability upstream to the promoter, e.g. cell size, amount of ribosomes, transcription factors etc.). This extrinsic noise is not correlated with expression and will therefore provide the same lack of correlation between noise and mean expression, as reported here. In fact, also in yeast and bacteria, where the scaling of noise with expression is well established, a regime of independency exists for high expression

5
where extrinsic noise dominates. This is discussed in very many papers. So one possible interpretation of the lack of correlation is that extrinsic noise is very high, or we are in this regime where extrinsic noise dominates. The authors should include this possibility in their model and make sure that it cannot explain their data. (In this context, error bars are missing from figure 2 but are in fact quite essential - in particular the [likely] error in estimating noise. Such error-bars are typically generated by re-growing the same clones several times and comparing the distributions; likeliness of different models should be compared relative to those experimental errors).

We thank the reviewer for raising this point. In previous studies utilizing this experimental system, we systematically performed extensive controls to show that gene expression noise in our system is dominated by intrinsic noise and is not influenced by extrinsic sources of noise (Weinberger et al, 2005). Specifically, extensive controls were performed to show that extrinsic sources such as cell cycle, cell size, aneuploidy, and viral transcription factors do not influence gene expression noise in our system (Weinberger et al, 2005). Furthermore, other studies in mammalian systems have used two-color reporter systems to show that gene expression noise is dominated by intrinsic sources (Raj et al, 2006).

In this study, we have again considered the influence of extrinsic sources and found that it does not impact the results presented in this study. For example, we found that cell size (measured as forward scatter in flow cytometry) is not correlated to GFP fluorescence (slope is not significantly different from zero) for all the clones (Supplementary Figure 2). Furthermore, after applying a data-driven gating strategy that samples a small region of forward and side scatter space, we found no linear or other monotonic correlation between forward scatter and GFP expression (Supplementary Figure 3). These findings indicate that cell size does not influence the results presented in our study. Furthermore, we also analyzed if cell size potentially influences the relation between gene expression noise (CV) and mean expression. By choosing either a wide gate of forward and side scatter of live cells or a small gate centered on the density mode of forward and side scatter, we found that the observed independence of gene expression noise (CV) and mean expression ($R^2 \sim 0$) does not change (Supplementary Figure 4A). Finally, by changing the gate size centered around the density mode to capture between 10% to 90% of the cells, we found the slope of the variance in gene expression vs. mean expression best-fit line did not change (Supplementary Figure 4C). Taken together, and consistent with our prior work, these results strongly suggest that cell size does not influence the results presented in this study.

Next, we would like to note that possible differences in the amount of ribosomes between single cells do not seem to influence the results. Since we directly detect single mRNA molecules using FISH, the observed correlation between CV and mean mRNA expression (or variance and mean mRNA expression) is not statistically different from the same correlations at the protein (GFP) level. This suggests that the independent control of expression mean and noise is not influenced by the amount of ribosomes.

Finally, we make a theoretical argument that has previously been discussed in detail (Skupsky et al, 2010), for why other extrinsic factors, such as transcription factors, potentially do not influence the results of our study. First, the range of noise (CV) observed with the HIV promoter for different
clones used in this study (~0.25-0.8) is larger than that observed in other large-scale studies involving several cellular promoters (~0.1-0.3) (Sigal et al., 2006; Newman & Weissman, 2006). Next, the noise observed in the mRNA distributions (CV) are typically higher than those observed in the protein (GFP) distributions (CVp) (Figures 2B and 5C). Further, assuming a bursting regime, the noise in promoter state transitions can be given by (Skupsky et al., 2010):

\[
CV_{\text{promoter}}^2 = \left( \frac{b}{b+1} \right) \left( \frac{k_r}{k_t} \right) CV_t^2
\]

In our dataset, we observe burst sizes (b) greater than 1 (Figure 4A), and thus the first term in the equation is close to 1. The second term is much greater than 1 for all the clones. This implies that the noise introduced from the promoter state transitions (CVpromoter) is greater than the noise in transcript counts (CVt), which in turn is greater than noise in protein distributions (CVp). In general, in a cascade of stochastic processes, for noise at a particular step to make a significant contribution and propagate to the next step, the upstream step needs to be noisier than the downstream step. But since it appears that the observed noise in protein (GFP) distributions from the HIV promoter is possibly higher than endogenous genes, it is unlikely that noise in transcription factors (or other cellular proteins) could influence and propagate through the HIV promoter to significantly affect the observed mRNA and GFP distributions.

Thus, based on rigorous previous experimental validation in our group (Weinberger et al., 2005), along with the analysis presented here (Supplementary Figures 1, 2, 3 and 4) and direct measurement of single mRNA molecules, the observed noise in gene expression should primarily be governed by intrinsic processes.

We thank the reviewer for pointing out that the error bars in Figure 2 are missing. We have now included error bars for this figure. For a detailed discussion on error-bars, please see the section on "Additional Remarks (#1)" from Reviewer 2 below. Briefly, we would like to mention that the data shown in this manuscript are at steady-state. We performed a time-course experiment for 5 days to show that the mean GFP expression and noise (CV) does not change for the clones (Supplementary Figure 8). Furthermore, we isolated an independent set of 191 clones (in addition to data from the 227 clones presented in the main manuscript) to show that the correlation between GFP variance vs. mean expression or GFP CV vs. mean expression was unchanged (Supplementary Figure 6). These results show that the GFP distributions were broadly unchanged and had achieved steady state. Finally, the shaded areas around the regression lines represent 95% confidence intervals, which show that the GFP variance can be related to mean expression with high confidence by \( \sigma^2 \propto \mu^{2.10.1} \) (\( p < 0.001 \)), thereby implying that the CV is uncorrelated to mean expression (\( R^2 = 0.013 \)). These results and correlations were independently verified in the technical replicate of 191 clones (Supplementary Figure 6).

2. With regards to the two-state models: it is nice that the model can fit the distributions, but I wonder how restrictive this fit is, since there are enough parameters one can adjust. A more intuitive explanation of the model will also help. A well appreciated result is that in the two-state model, noise^2 is given by 1/[burst-frequency], while mean expression is given by
[burst_size* burst_frequency]. This should be mentioned and explained. In this context, the work of Johan Paulsson who played a central role in setting up this analysis should be cited. The work of Nir Friedman et al (PRL) is also highly relevant and should be cited.

When considering the result mentioned above, the fact that noise correlates with burst frequency may be a the result of the fitting procedure, so I'm not sure its biological interpretation is justified. Mean expression is explained by the combination of both burst size and burst frequency, and the fact that, overall, expression changes more than noise, will result in a dominating effect of burst size, as observed. Again, one possibility that the author should consider is that this is the mere result of fitting, and not the only biological interpretation. A more rigorous evaluation of this point is therefore needed, in particular considering the possibility of extrinsic noise, as I suggested above, but perhaps additional possibilities.

In fitting the two-state model to the mRNA distributions, we have fit two parameters, as described in detail in the Supplementary section "Model Fitting" (Supplementary Figure 14). A simpler model with a single parameter would be a Poisson model in which transcripts are produced at a constant rate. Since such a model does not fit the mRNA distributions well (Figure 2), the two-state model where we fit two parameters is one of the simplest models (that has been frequently used in literature (Skupsky et al, 2010; Raj et al, 2006; Raser & O'Shea, 2004; Dar et al, 2012)) that parsimoniously explains the observed mRNA distributions. To convince the reviewer further, we have performed additional sensitivity analysis to show that the maximum likelihood fits are restrictive and explain the data well.

To perform sensitivity analysis, we compared the experimental mRNA FISH distributions for each clone to theoretical distributions (Supplementary Figure 14B) for different parameter values of burst frequency and burst size. We used the Kullback-Leibler (KL) divergence to quantify how closely the theoretical distribution with a particular set of parameters approximates the experimental distribution (The Kullback-Leibler divergence is a information theoretic measure that quantifies the extra bits of information required for the theoretical distribution, with two parameters in this case, to approximate the experimental distribution). Smaller KL divergences imply that a particular set of parameters in the theoretical distribution approximates the experimental distribution more closely. For all the clones we observed that the MLE best-fits parameters gave the lowest KL divergences with these divergences increasing in all directions in the 2-D parameter space (Supplementary Figure 14D). The heatmap shows KL divergences for different parameter values (centered around the MLE best-fit parameter values) with the coloring pattern serving as an guide to the eye. A heatmap for one clone is included below and similar sensitivity analysis for all the other clones are now included in Supplementary Figure 14D.
We thank the reviewer for pointing out some well-known results that can be derived from the two-state model. However, we would like to point out that these results only arise when assuming the bursting regime (\(k_r \gg k_t\) and \(k_t \gg k_a\)) in the two-state model. In estimating model parameters, we do not use the moments but use the entire analytically derived mRNA distribution in the two-state model to estimate these parameters. Thus, the reviewer’s concerns that the results obtained in this work could potentially be explained by the results mentioned by him/her are not necessarily the case since the results are obtained by solving and fitting the data to the entire analytical solution (Supplementary Figure 14B). In fitting the data, we make no assumptions of the “regime” in which the parameters lie. Therefore, a priori, using the two-state model does not imply observing the correlations found in our data. For example, noise (CV) is a function of both burst size and burst frequency in the complete two-state model without assuming the bursting regime. The analytical solution for the mRNA distribution (Supplementary Figure 14B) can be used to estimate the first two moments of the distribution (Peccoud & Ycart, 1995):

Mean:
\[
\mu = \left( \frac{k_a}{k_a + k_r} \right) \left( \frac{k_{t+}}{k_{t-}} \right)
\]

Variance:
\[
\sigma^2 = \left( \frac{k_a}{k_a + k_r} \right) \left( \frac{k_{t+}}{k_{t-}} \right) + \left( \frac{k_a k_r}{(k_a + k_r)^2} \right) \left( \frac{k_{t+}^2}{k_{t-}(k_a + k_r + k_{t-})} \right)
\]

Thus, CV is given by:
\[
CV^2 = \frac{\sigma^2}{\mu^2} = \left( \frac{k_{t-}}{k_a} \right) \left( \frac{k_a + k_r}{k_{t+}} + \frac{k_r}{k_a + k_r + k_{t-}} \right)
\]
In the bursting regime \((k_r > k_t \text{ and } k_r > k_a)\), these equations reduce to:

\[
\mu = \bar{k}_a b \\
\sigma^2 = \bar{k}_a b (b + 1) \\
\sigma^2 \approx \bar{k}_a b^2 \quad \text{..... for } b >> 1
\]

Thus,

\[
CV^2 = \frac{\sigma^2}{\mu^2} = \frac{1}{\bar{k}_a}
\]

where \(\bar{k}_a\) is the normalized burst frequency and \(b\) is the burst size.

Thus, the results presented in this work are derived from the entire mRNA distribution where the first two moments of the distribution (mean and variance) are a function of both burst frequency and burst size and no assumptions about any particular regime have been made. Therefore, the correlations observed in our dataset between mean expression and burst size or gene expression noise (CV) and burst frequency are not dependent on the equations for the first two moments of the distribution assuming a bursting regime.

We have now included and explained the above equations for the first two moments of the distribution (with or without assuming the bursting regime) in Supplementary Information (Supplementary Figure 14C). For a more intuitive explanation of the two main parameters of the model we have now included the following text in the legend of Supplementary Figure 14:

"The burst frequency describes the rate at which the promoter switches from an inactive (or Off state from which no transcripts are produced) to an active state (or On state from which transcripts are produced at a rate of \(k_a\)). The transition from the Off to On state can be thought of as a transition from a repressed promoter to an active promoter state where the transcription machinery binds and RNA polymerase initiates the production of transcripts. The burst size describes the average number of transcripts that are produced every time the promoter transitions to the On state."

We thank the reviewer for mentioning the work of Johan Paulsson and Nir Friedman. In addition to Johan Paulsson, we have now cited the work of Nir Friedman in developing theoretical frameworks for analyzing gene expression noise (Paulsson, 2004; Friedman et al, 2006). Finally, for a detailed discussion on why extrinsic sources of noise do not influence the results presented in this study, please see Response to Reviewer 2 (#1).

Additional remarks:

1. How were the error-bars measured for mRNA expression/noise? do they reflect measurements on different days (should be)

All measurements of GFP expression and single mRNA molecules were made at steady-state. This was verified using a time course experiment where we observed that GFP expression of the
clones did not change over the course of 5 days (Supplementary Figure 8). We found that the slope of the GFP variance vs. mean expression best-fit line did not change over time (Supplementary Figure 8A,B). Furthermore, the mean expression and CV of individual clones did not change over time (Supplementary Figure 8C,D), suggesting that the GFP distributions were broadly unchanged over the time course experiment. Finally, to ensure that the results presented in this manuscript were robust and free of technical variabilities, we also repeated the entire experimental setup to isolate 191 clones in addition to the data presented from the 227 clones presented in the main manuscript and found the same scaling between noise (CV) and mean expression. The error-bars presented in the manuscript are based on bootstrapping the data as explained under the subsection "Statistical Analysis" in Materials and Methods.

Furthermore, single molecule mRNA FISH results were also unchanged over time. Technical replicates of mRNA FISH data performed on different days are shown below for one clone. The data shows minimal technical variability in single-molecule mRNA FISH results.

2. The effect if chromatin on burst size was discussed quite extensively in the yeast model where promoter structure was shown to strongly correlate with the normalized-noise, which, by definition, is burst size. This should be mentioned. (e.g. hornung et al. Mol Cell 2012 ; Tirosh and Barkai Genome Research 2008 or other related papers)

We have now included these references (Tirosh & Barkai, 2008; Hornung et al, 2012) together with several additional studies that we had discussed in the main manuscript which studied the influence of chromatin in regulating gene expression dynamics (Miller-Jensen et al, 2012; Mao et al, 2010; Lam et al, 2008). Finally, as discussed above (please see Response to Reviewer 2 (#2)), in arriving at our conclusions we made no a priori assumptions about how burst size and burst frequency correlate with gene expression noise.
3. The discussion is too much centered on comparison with previous studies. This will greatly interest the experts, but less so the general reader. I would suggest the authors to (perhaps more briefly) discuss the disagreement in the results/ supplementary and devote the discussion to the more general implications of their results.

We thank the reviewer for this suggestion. We have now discussed in greater detail how the chromatin environment at the promoter may play an important in fine-tuning transcription to produce different cellular phenotypes. In the context of HIV, this may be an important factor that could bias the provirus towards a lytic or latent outcome. We have now included the following text in the Discussion section of the main manuscript:

"This work shows that in mammalian systems nucleosomes and chromatin density around the TSS may also be important in fine-tuning transcription. Such a strategy where the chromatin environment regulates gene expression noise could be an important mechanism to generate different cellular phenotypes from isogenic populations in a manner that can confer increased evolutionary fitness. For example, in simple eukaryotes, such phenotypic switching has been shown to confer increased survival fitness (Acar et al, 2008). Similarly, such cell-to-cell heterogeneity in cancer populations may be an important mechanism that contributes to different drug sensitivities and drug-tolerant states (Sharma et al, 2010; Singh et al, 2010b; Spencer et al, 2009; Cohen et al, 2008). Finally, phenotypic heterogeneity may be an important contributor to producing low frequency latent HIV-1 infections that remain one of the main obstacles to completely eliminating the virus from a patient (Weinberger et al, 2005; Ho et al, 2013). Thus, understanding the contribution of the chromatin environment in regulating gene expression noise and the resulting phenotypic heterogeneity may be important for understanding the design principles governing evolution and for developing better treatments in a variety of diseased states."

Reviewer 3

Dey et al explore the causes that explain variations in noise due to chromosomal position effect on a lentiviral gene expression cassette. In particular, they find that nucleosome accessibility is decreased between clones displaying high noise, and it is the on-rate in the two-state promoter model that mediates this effect. While chromosome position affects burst size to modulate mean expression levels (as already indicated in their earlier study), burst frequency explains those variations in noise that deviate from the constant trend line of CV values as the mean is varied.

While the main findings on nucleosome accessibility and corollaries are interesting it is often difficult to find the data that would permit to assess the consistency of the observations and to compare to other studies.

We thank the reviewer for finding our results interesting, including measurements where we show that chromosomal locations associated with reduced chromatin accessibility exhibit increased
gene expression noise which is explained entirely by reduced burst frequencies. In the revised manuscript, we have included the raw data and fit parameters as an additional supplementary table as detailed below.

I suggest the following changes before publication:

1. Relevant range of parameter values. It is very difficult to collect the parameter values that have been fitted for the clones.

A. Figure S13: Negative values for mRNA decay rates are presented. Even if regression is log-linear, which is quite common to fit decay rates, the values for all biochemical rates should be presented in original (non-transformed) positive numbers.

B. Figures 5, 7: On rate is normalized to RNA decay rate. Quite surprisingly, absolute on rates are never presented even though they can be easily calculated. There should be a (supplementary) table provided where all the fitted parameters (in Figure S14) should be presented for a set of clones (e.g. for those shown in Figure 7). These values will permit verifying predictions by time-series measurements. If the absolute values of off-rates and transcription rates cannot be assessed independently then their ratios (burst size) should be indicated.

In Supplementary Figure 13, we have now presented the mRNA decay rates as positive numbers along with the half-lives of these species.

The use of normalized On rates is a natural consequence of parameter estimation using the analytical mRNA distribution (Supplementary Figure 14) and has been used in previous studies (Skupsky et al, 2010). Estimating the absolute On rate (=Normalized On rate * Transcript degradation rate) is trivial since we have experimentally measured the transcript degradation rate. As the reviewer suggested, we have now provided the absolute On rate and the burst size together with other experimentally measured values (for clones shown in Figure 7) in Supplementary Table 1.
Supplementary Table 1

2. Relevance of the study. Both in the introduction and discussion, the results are compared to studies that explore genome-wide trends of different genes (or promoters). On the other hand, the promoter is identical in the different clones in this study and only chromosomal position is varied. While it is reasonable to compare these two types of studies, there is no need to
expect consistency between the trends found in these studies. Furthermore, expression driven by different promoters often spans a range of more than three orders of magnitudes. On the other hand, the majority of the clones in this study spans a range of one order of magnitude.

We thank the reviewer for mentioning this. We agree that the use of different model organisms, cell lines, promoters, and chromosomal locations could all influence the final results and trends observed in previous studies. We have now mentioned this in the Discussion section:

"While differences in results between these studies could arise from some of the reasons mentioned above, the use of different model organisms, cell types, promoters, and chromosomal locations could also influence the final conclusions of these studies. Taken together, these recent studies and our work suggest that both promoter architecture and the local chromatin environment may combine to yield the observed expression distributions and inferred transcription dynamics."

Finally, we agree that while endogenous genes typically span three orders of magnitude in expression levels, and the data presented in our study spans one to two orders of magnitude (Figure 1A), this work provides the first systematic study that deconvolves the effect of the promoter to understand how the chromatin environment regulates gene expression noise. We hope this study motivates other groups and ours to perform more extensive genome-wide studies that analyze other promoters to see if this provides additional novel insights into gene regulation.

3. There is no any discussion of potential mechanisms that could account for the central message of the paper, the orthogonal control of expression mean and variance, even though there are compatible mechanisms known. Epigenetic modification is one of the major mechanisms known to modulate nucleosome occupancy as a function of chromosomal position since such modifications can spread along the chromosome. For example, epigenetic silencing in yeast can result in orthogonal control of expression mean and variance reactions (Kelemen et al (2010) PLOS Biology, Spatial epigenetic control of mono- and bistable gene expression.) Bimodal expression (and hence large noise) can arise when epigenetic modifiers are recruited on both ends of the gene (bilateral recruitment). Conversely, noise is smaller when the modifiers are recruited only on one end of the gene (unilateral recruitment), even though the mean of expression level can be reduced massively by this form of silencing. Silencing in yeast can also decreases nucleosome accessibility.

As the reviewer suggests, several mechanisms could potentially regulate the independent control of expression mean and noise. In this study we show that the nucleosome positioned at the transcription start site (Nuc-1) is the most important regulator of burst frequency and gene expression noise. It is plausible that the transcription machinery is blocked by Nuc-1 in the Off state, transcription initiates only when Nuc-1 transiently disassembles, and this binding and unbinding of the nucleosome regulates the burst frequency and gene expression noise. Independent control of the burst size and therefore mean expression could arise from the availability or recruitment of transcription factors or chromatin remodeling factors to particular genomic locations that are dependent on chromatin modifications at that location. In addition to chromatin accessibility, chromatin modifications and transcription factor recruitment, other factors
such as DNA methylation, polymerase pausing and release could potentially result in the orthogonal control of expression mean and noise. In the Discussion section, we have now discussed this briefly:

"Several biochemical processes could result in the independent control of expression mean and noise observed in this study. While we show that the nucleosome positioned at the transcription start site plays the most important role in regulating gene expression noise, variability in chromatin modifications and transcription factor recruitment at different genomic locations may influence polymerase processivity or burst size, thereby independently regulating mean gene expression. Finally, the interplay between these processes, together with other mechanisms of gene regulation such as DNA methylation or polymerase pausing, could potentially result in the independent control of expression mean and noise."

The authors claim that the telegraph model is "abstract". It would be useful to provide a couple of statements how the interpretation of data will change if the transition between the two states is not a simple linear process.

While the single-cell mRNA distributions presented in this study could be fit to more complex gene expression models (such as those in which the transition between the Off and On states are governed by non-linear processes), we find that the two-state model is the most parsimonious model that explains the data well. Since the parameters in these models represent lumped biochemical processes, it is unclear if more complex models with additional fit parameters would yield any new biological insights.

**Minor comments:**

A. **CV values should be shown consistently.** Since CV values are already normalized they should be shown in linear scale (just as in Figure 5). On the other hand, the logarithms of CV values are shown in other figures.

The reason the CV is shown on a log scale in all figures (except Figure 5) is that in the other figures the CV is plotted against mean expression. Since we were interested in understanding if stochastic gene expression in our system is governed by a Poissonian process, where \( CV \propto 1/\sqrt{\mu} \), a plot on a log-log scale allows simple visual inspection and fitting to observe if the slope of the line in log-log space deviates from -1/2.

B. **Those clones to highlight/label in Figure 2 that have been selected for the nucleosome experiments (Figure 6, 7).**

The clones on which we performed chromatin accessibility assays and single-molecule mRNA FISH have now been highlighted in Figure 2.
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Thank you again for submitting your work to Molecular Systems Biology. We have now heard back from the referees who agreed to evaluate your manuscript. As you will see below, while reviewer #1 is satisfied with the modifications made and thinks that the study is now suitable for publication, reviewer #2 has some remaining concerns regarding the potential contribution of extrinsic noise. We have circulated the reports to all reviewers as part of our 'pre-decision cross-commenting' policy. During this process, reviewer #1, mentioned: "I think the author's response to the concern of reviewer #2 regarding extrinsic noise is reasonable and doing two color experiments that are rather arduous and have been done before (albeit in different contexts), is too much to ask for. However, the authors should discuss this issue in the light of foregoing discussion". As such, we think that further analyses are not mandatory for the acceptance of this work (of course we would encourage you to include them, in case they are already available) and we would like to ask you to include a brief discussion on this point.

Reviewer #1:
After carefully considering the authors responses to my concerns to those of other reviewers, I am satisfied. The paper makes exciting contribution in the field of noise in gene expression.

Reviewer #2:
In my previous reports I raised two concerns. The first (and major one) was dismissal of extrinsic noise as a possible explanation for the observed lack of correlation between noise and mean expression. The second was the missing error-bars and lack of biological repeat for measurements of individual clones.

The second concern was partially answered with the addition of error bars, but no independent repeats were performed to estimate day-to-day variability. Following a cell over time is very different from biological repeat. However, I am ok with the explanations given by the authors - although not optimal, the results are probably valid.

with regards to my main concern - possibility of external noise - here I must say I wasn't convinced by the authors' discussion. There are so many possibilities for extrinsic noise that this cannot be dismissed because of lack of correlation with FACS-based size measurements of based on a paper from over ten years ago. The decisive experiment is clear - the dual color approach. Alternatively, this possibility needs to be included in the model and discussed on equal footing with the burst-size dependent explanation.

Again, the problem in my mind is that i external noise is dominating this will completely change THE major conclusion of paper. for this reason, I don't see how it can be taken slightly and refuted based on arguments that are not direct.

We would like to thank you and the referees for the positive feedback on our revised Orthogonal control of expression mean and variance by epigenetic features at different genomic loci. In this revised manuscript, we have addressed the remaining comments of the referees. Below we describe in detail all the changes included in the manuscript.

We would like to thank Reviewer 1 for finding this study ready for publication and an exciting contribution to the field of gene expression noise.
We would like to thank Reviewer 2 for his/her constructive comments.  
To address the reviewer's comment on performing independent repeats, we would like to point out that the lack of correlation between mean expression and CV in 227 clones was independently validated in a second experiment with 191 clones (Figure 2 and Supplementary Figure S6). Additionally, to ensure that there were no day-to-day variations and that the system had reached steady-state, we did a time course experiment to show that the GFP distributions were unchanged over time (Supplementary Figure S8).

To address the reviewer's comment on extrinsic noise influencing the results of the study, we have now discussed this in detail in the main manuscript and Supplementary information as suggested by you and by Reviewer 1 in the pre-decision cross-commenting section. In the main manuscript (pages 8-9), we have now discussed how cell size did not correlate with and influence the GFP distributions in this study (Supplementary Figures S2, S3 and S4). Furthermore, we have discussed previous experiments from our group (Weinberger et al, 2005) showing that extrinsic sources of noise, such as cell cycle and/or DNA content, do not influence gene expression noise in our system.

Finally, as mentioned by Reviewer 1, we have now cited a previous study in a mammalian system that used a two-color reporter system to show that gene expression noise is dominated by intrinsic sources (Raj et al, 2006). Extending the discussion on extrinsic noise further (middle paragraph on page 10), we now mention that a similar lack of correlation between mean expression and CV on the mRNA level suggests that extrinsic sources of noise related to translation, such as the numbers of ribosomes, do not influence gene expression noise in our system. Finally, in the Supplementary information section (pages 3-4), we have now added a theoretical discussion on why gene expression noise in our system is potentially dominated by manuscript intrinsic sources compared to other sources of extrinsic noise, such as transcription factors.