Supplementary Information 1: Calculating predicted relative cell quantities

DCQ is a computational method that aims to infer global dynamics of immune cells from a complex tissue. DCQ takes as input a differential expression profile of a whole tissue, and an immune cell compendium, consisting of transcriptional profiles of isolated immune cell subsets. DCQ provides the change in the amount of each cell type before and after infection. More precisely, let $M$ be a vector of length $n$ which represent the change in the amount of genes in the whole tissue before and after infection; $B = (b_{i1}, ..., b_{ip})$ an $n \times p$ matrix contains the concentration of each gene (marker) $i$ ($i = 1, ..., n$) in an immune-cell type $j$ ($j = 1, ..., p$). $\hat{C} = \{c_j|1 \leq j \leq p\}$ is a vector of coefficients which were produced by the model and describe the change in the amount of each immune-cell type $j$ before and after infection. These are also denoted ‘predicted relative cell quantities’. A set of immune cell surface markers is used to best discriminate between the cell types.

With our model, we tried to address the problem where the number of cell types ($p$, called predictors) is much larger than the number of cell surface markers ($n$, called observations). If $p \gg n$, there is at least one dependency between the features and therefore the standard multiple linear regression model will provide many solutions. To overcome this problem, DCQ uses $l1$ and $l2$ penalties in a method called elastic net (Zou et al, 2005). In the following, we first introduce the $l1$ and $l2$ penalties and then explain the combined use of both penalties (elastic net).

A linear regression using an $l2$-penalty (also called Ridge regression; Hoerl & Kennard, 1988) is formulated by:

$$\hat{C} = \min_{C \in \mathbb{R}^p} \left\{ \sum_{i=1}^n \left( m_i - \sum_{j=1}^p c_j b_{ij} \right)^2 + \lambda \sum_{j=1}^p c_j^2 \right\}$$

where $\sum_{j=1}^p c_j^2 < t$. Since we believe that not all the immune cell types change their quantity simultaneously, variable selection is required. Although the regularization parameter $\lambda$ is used to shrink the coefficients, none of the coefficients is set to zero and thus there is no variable selection. Therefore, an $l2$ penalty alone cannot provide a satisfactory solution to our problem.

In contrast, a linear regression using an $l1$-penalty (also referred to as lasso regression; Tibshirani, 1996) is:
Using this formulation, an $l_1$ penalty allows a continuous shrinkage (similarly to an $l_2$-penalty) together with an automatic variable selection. However, its main two drawbacks are (i) in the case where $p \gg n$, lasso selects at most $n$ variables before it saturates, severely limiting the ability to select more variables than observations; (ii) if some of the features are highly correlated, an $l_1$-penalty tends to select only one variable at random. Such arbitrary selection might lead to erroneous predictions in the case of closely related subsets of immune cell types.

Elastic net combines both $l_1$ and $l_2$ penalties:

$$
\hat{\alpha} = \min_{\alpha \in \mathbb{R}_+^n} \left\{ \sum_{i=1}^n \left( m_i - \sum_{j=1}^p c_j b_{ij} \right)^2 + \lambda \sum_{j=1}^p \left[ \frac{1}{2} (1 - \alpha) c_j^2 + \alpha c_j \right] \right\}
$$

Where $\lambda \geq 0$ and $0 \leq \alpha \leq 1$ are the elastic net parameters and they define the sparsity of the solution. $\alpha$ is a compromise parameter between ridge ($\alpha = 0$) and lasso ($\alpha = 1$). This formulation is suitable for the case of immune cell quantities, as it allows (i) a continuous shrinkage, (ii) automatic variable selection, and (iii) it can select groups of correlated variables that attain the same coefficient.

Instead of looking at a specific vector $\lambda$, one can look at lambda.min.ratio (Friedman et al, 2010), which is the smallest value for $\lambda$ as a fraction of lambda.max (i.e., the smallest value for $\lambda$ such that all the coefficients are zero). In the DCQ algorithm, we used the glmnet R package (Friedman et al, 2010) for estimation and prediction of the elastic net model using the parameters $\alpha = 0.05$ and lambda.min.ratio=0.2.
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